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Instead of conventional serotyping and virulence gene combination
methods, methods have been developed to evaluate the pathogenic
potential of newly emerging pathogens. Among them, the machine
learning (ML)–based method using whole-genome sequencing (WGS)
data are getting attention because of the recent advances in ML al-
gorithms and sequencing technologies. Here, we developed various
ML models to predict the pathogenicity of Shiga toxin–producing
Escherichia coli (STEC) isolates using their WGS data. The input data-
set for the ML models was generated using distinct gene repertoires
from positive (pathogenic) and negative (nonpathogenic) control
groups in which each STEC isolate was designated based on the
source attribution, the relative risk potential of the isolation sources.
Among the various ML models examined, a model using the support
vector machine (SVM) algorithm, the SVM model, discriminated be-
tween the two control groups most accurately. The SVM model suc-
cessfully predicted the pathogenicity of the isolates from the major
sources of STEC outbreaks, the isolates with the history of outbreaks,
and the isolates that cannot be assessed by conventional methods.
Furthermore, the SVM model effectively differentiated the patho-
genic potentials of the isolates at a finer resolution. Permutation im-
portance analyses of the input dataset further revealed the genes
important for the estimation, proposing the genes potentially essen-
tial for the pathogenicity of STEC. Altogether, these results suggest
that the SVMmodel is a more reliable and broadly applicable method
to evaluate the pathogenic potential of STEC isolates compared with
conventional methods.
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Emerging pathogens causing an increasing number of outbreaks
are now considered as the major risk to public health (1). The

exact assessment of the pathogenic potential of pathogens is re-
quired to predict and manage their health risk in advance (2).
Conventional methods such as serotyping and virulence gene
combinations have been used to assess the bacterial pathogenic
potentials (3, 4). However, these conventional assessment methods
are not reliable for evaluating the pathogenic potential of
emerging pathogens, because the same serotype may carry dif-
ferent virulence genes, and/or contribution of unknown virulence
genes to the bacterial pathogenicity is still possible (4, 5). There-
fore, the development of methods assessing their pathogenic po-
tential is required to cope with the public health risks caused by
newly emerging pathogens.
Shiga toxin–producing Escherichia coli (STEC) causes a wide

range of human illnesses ranging from mild diarrhea to hemolytic
uremic syndrome, which often results in permanent kidney failure
(6). In addition to the O157 serotype STEC, emerging non-O157
serotype STECs have been identified as causative agents for the
increasing outbreaks lately (5, 7). However, the relationships be-
tween the non-O157 serotypes and their pathogenicity have not
been defined yet, and thus, predicting the pathogenic potential of

the non-O157 serotype STECs has limitations (4, 5). It has been
reported that virulence genes such as stx2 and eae are required for
the pathogenesis of STEC (4, 5, 7–9). However, the emerging
highly pathogenic STEC isolates carry novel virulence genes (4, 5),
and indeed, a STEC isolate with a novel combination of stx2 and
aggR had caused a huge outbreak in Europe in 2011 (7, 10).
Recently, advances in next-generation sequencing technologies

have enabled us to exploit whole-genome sequencing (WGS) data
(11, 12). Although the WGS data of pathogens can provide rich
information about various genetic features of the pathogens, these
data are too complex to gain valuable insights on their pathoge-
nicity by using traditional statistical methods (12, 13). In contrast,
machine learning (ML) algorithms have notable performance in
the analysis of the complex WGS data (12, 13) and therefore have
been exploited lately to find out the connection between genetic
features and pathogenicity of some pathogens (12, 14–17). The
ML algorithms include two broad categories: unsupervised and
supervised. The unsupervised ML algorithms, such as phylogenetic
tree analysis, principal component analysis (PCA), and Gaussian
mixture model (GMM), recognize the inherent patterns in a
dataset without the concept of output and then discriminate the
given dataset using the inherent patterns (17, 18). On the other
hand, the supervised ML algorithms such as Gaussian Naive Bayes
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(GaussianNB), decision trees (DTs), random forest (RF), and
support vector machine (SVM) predict an output from an input
data. However, these supervisedML algorithms need to be trained
on known input–output pairs until they can predict the correct
output using the given input data (17).
In this study, we built various ML models and compared their

performances of evaluating the pathogenicity of STEC isolates.
We subsequently developed an ML model using the SVM al-
gorithm, the SVM model, which can evaluate the pathogenic
potential of the STEC isolates the most accurately among the
tested ML models. Because the SVM model can also estimate
the pathogenic potential of STEC isolates of which the patho-
genicity cannot be estimated by conventional methods, the
model is more widely applicable to predict the risk of STEC
isolates. Moreover, permutation importance analyses discovered
the genes important for the evaluation of the SVM model and
identified the genes potentially contributing to the pathogenicity
of the STEC isolates.

Results
Generation and Validation of the Input Dataset for the ML Models. A
large-scale pangenome comprising a total of 22,497 genes was
constructed using the WGS data of 2,646 STEC isolates con-
sisting of 2,292 clinical isolates (pathogenic, positive control
group) and 354 environmental isolates (nonpathogenic, negative
control group), which are classified based on the source attri-
bution, the relative risk potential of the isolation sources (Ma-
terials and Methods). From the pangenome, the genes statistically
relevant to either the positive or negative control group were
selected as significant genes by the pangenome-wide association
studies (pan-GWAS) (19). As a result, a total of 3,453 significant
genes, including 148 virulence genes, were selected (SI Appendix,
Fig. S1). The 148 virulence genes included the major virulence
genes of the pathogenic STEC, such as eae, aggR, and the locus
of enterocyte effacement (LEE) effector protein genes (SI Ap-
pendix, Table S1) (10, 20, 21). Furthermore, as expected, most of
the virulence genes (125/148) were notably involved in the pos-
itive control group. These results reflect that the two control

groups are indeed classified mainly by the differences in their
pathogenic potentials. To further validate the grouping based on
the source attribution, the same pan-GWAS was conducted
100 times on the trial groups which were randomly mixed and then
divided. As a result, only 285.9 significant genes, including 9.3
virulence genes on average (total 28,592 significant genes, in-
cluding 933 virulence genes, were divided by 100), were selected
(SI Appendix, Fig. S1). The reduction of the significant genes in-
dicated that the initial positive and negative control grouping is
valid, and the significant genes of the resulting groups are non-
accidental. It has been reported that the subtypes of Shiga toxins
are also associated with the pathogenicity of STEC (4, 5). Thus,
the 10 Shiga toxin genes, stx1a, stx1c, stx1d, stx2a, stx2b, stx2c, stx2d,
stx2e, stx2f, and stx2g, were added to the 3,453 significant genes.
Accordingly, the presence/absence matrix of the 3,463 genes of the
2,646 STEC isolates was used as an input dataset of the ML
models for further analysis.

The Unsupervised ML Algorithms Cannot Discriminate between the
Clinical and Environmental Isolates. To examine whether the ML
algorithms can discriminate between the clinical and environ-
mental isolates using the input dataset, the unsupervised ML
algorithms were first tested. The phylogenetic tree split the iso-
lates in the input dataset into three clades, which contained the
clinical and environmental isolates together (Fig. 1A). Although
clade I (red box) and clade II (yellow box) mainly grouped the
clinical isolates, clade III (blue box) carried a similar ratio of
clinical and environmental isolates together (Fig. 1A). Conse-
quently, the phylogenetic tree cannot distinguish the clinical and
environmental isolates from each other. The PCA plot also
revealed several clusters of isolates which were mainly composed
of the clinical isolates containing a small number of environmental
isolates (Fig. 1B). The environmental isolates, however, did not
form their own cluster. Most of the environmental isolates were
mixed with the clinical isolates and scattered over a broad region
(Fig. 1B). The models using the GMM algorithm also performed
poorly in discriminating the clinical and environmental isolates
with a maximum accuracy of 44% (SI Appendix, Fig. S2). These

BA

Fig. 1. Analyses of the STEC isolates using the input dataset based on the unsupervised ML algorithms. The red dot represents the clinical isolate, and the
blue dot represents the environmental isolate. (A) Phylogenetic tree of the STEC isolates based on a maximum likelihood method. The three main clades are
emphasized by colored boxes. (B) The PCA plot of the STEC isolates. PC1, Principal component 1; PC2, Principal component 2. The clusters primarily comprising
the clinical isolates are circled by the dashed red line.
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results indicate that the unsupervised ML algorithms cannot effec-
tively discriminate between the clinical and environmental isolates.

The Supervised ML Model Using the SVM Algorithm Most Effectively
Discriminates between the Clinical and Environmental Isolates. Four
different supervised ML models using the GaussianNB, DTs, RF,
and SVM algorithms were trained on each training dataset pro-
duced by the stratified 10-fold cross-validation (CV) of the input
dataset to discriminate between the clinical and environmental
isolates. All the supervised ML models performed on 10 different
training and test dataset pairs showed good discrimination per-
formances with accuracy, precision, and true positive rate scores
over 0.84 (SI Appendix, Fig. S3). These results indicated that the
supervised ML models were able to discriminate between the
clinical and environmental isolates. The Matthews correlation co-
efficient (MCC) and the area under the receiver operating char-
acteristic curve (AUROC) were further exploited to compare the
discrimination performances of the supervised ML models. Among
them, the SVM model showed the best performance with an MCC
score of 0.66 (Fig. 2A). The SVMmodel also presented the steepest
receiver operating characteristic (ROC) curve with an area under
the curve (AUC) score of 0.93 (Fig. 2B and SI Appendix, Fig. S4),
showing that the SVM model performs best. To confirm that the
SVMmodel performance is valid, the SVMmodels were trained on
the datasets consisting of the significant genes selected from the
only training sets produced by the stratified 10-fold CV. The
resulting MCC and AUC scores of the SVM models were not
different from those of the SVMmodel trained on the input dataset
(SI Appendix, Fig. S5 A and B), demonstrating that the performance
of the SVM model is not the result of overfitting to the input
dataset. Altogether, these results indicate that the SVM model is
the most appropriate supervised ML model to classify the clinical
and environmental STEC isolates.

The SVM Model Evaluates the Pathogenic Potential of the STEC Isolates
Accurately. Based on the previous assumption that the clinical and
environmental isolates represent the pathogenic and nonpatho-
genic group, respectively, the SVM model calculated the decision
function values of each isolate. The isolates with a decision
function value either over 0 or under 0 were classified into the
pathogenic or nonpathogenic group, respectively. Over 98% of the
clinical isolates (positive controls) in the input dataset (2,269/
2,292) were classified into the pathogenic group. Similarly, over
96% of the environmental isolates (negative controls) in the input

dataset (343/354) were classified into the nonpathogenic group. As
shown in Fig. 2C, the clinical isolates had decision function values
in the first quartile (Q1) 1.00, and the environmental isolates had
decision function values in the third quartile (Q3) −1.00, indi-
cating that the distributions of the decision function values were
clearly distinguished between the clinical and environmental iso-
lates. The combined results indicate that the SVM model could
discriminate between the clinical and environmental isolates cor-
rectly and clearly, thereby accurately predicting the pathogenic
potential of the STEC isolates using the input dataset.

The SVM Model Evaluates the Pathogenic Potential of the STEC Isolates
According to Their Source Attribution and Clinical Outcomes. The en-
vironmental isolates from cattle, dairy products, and farm products,
the major sources of STEC outbreaks, were previously excluded
from the negative control group in the input dataset. The SVM
model examined the pathogenic potential of the isolates to prove
that their exclusion from the negative control group to construct
the input dataset is correct. The cattle isolates showed a broad
distribution of decision function values ranging from −1.27 to 2.51
(Fig. 3A). Nonetheless, about 80% of the cattle isolates (514/642)
had decision function values over 0 and thus were classified into
the pathogenic group. Moreover, about 37% of the cattle isolates
(235/642) had decision function values even over 1.00, which was
comparable with those of the clinical isolates (Fig. 2C). The six out
of seven dairy product isolates and three out of eight farm product
isolates were also classified into the pathogenic group with decision
function values over 0 (Fig. 3A). The SVM model effectively es-
timated that many of the environmental isolates from the major
sources of the STEC outbreaks are pathogenic as previously
reported by the source attribution of STEC (4, 5, 22), suggesting
that excluding these isolates from the negative control group is a
proper approach to construct the input dataset.
The SVM model was then applied to 83 pathogenic STEC

isolates with the history of outbreaks to further validate its as-
sessment results. It should be noted that the outbreak isolates
were not included in the input dataset and thus not used in the
previous training of the SVM model. Nevertheless, all the out-
break isolates were classified into the pathogenic group by the
SVM model, even though the isolates originated from entirely
different outbreak cases (Fig. 3B). This result indicates that the
SVM model correctly evaluates the pathogenic potential of the
STEC isolates consistent with their clinical outcomes. Altogether,
the combined results suggest that the SVM model is able to

Fig. 2. The discrimination performances of the supervised ML models for the STEC isolates in the input dataset. (A and B) The bar plots of the discrimination
performances of the supervised ML models using four different algorithms: GaussianNB, DTs, RF, and SVM, as indicated. The performances of these models
were scored with MCC (A) and AUROC (B). MCC and AUROC have a score of 1 for a perfect prediction. The average scores of the individual models are
indicated at the tip of the bars. SD is represented by the error bar and score. Statistical significance was determined by Student’s t test (****P < 0.00005). (C)
The box plots of the decision function values of the clinical and environmental isolates in the input dataset calculated by the SVM model. The clinical isolates
had decision function values of median 1.22 (Q1, Q3: 1.00, 1.58), and the environmental isolates had decision function values of median −1.00 (Q1,
Q3: −0.99, −1.00). The end lines of each box show the Q1 and Q3 of the values.
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produce an effective and reliable assessment of the pathogenic
potential of STEC isolates using only their significant gene profiles
extracted from the WGS data.

The SVM Model Evaluation Is More Reliable and Broadly Applicable
than the Conventional Methods. The isolates in the input dataset
were grouped by each serotype and virulence gene combination,
and the SVM model estimated the pathogenic potentials of the
isolates in each group. The conventional serotyping method
showed that the STEC isolates with O26, O157, O121, O145,
O111, O104, O91, O103, and O55 serotypes are pathogenic (4, 5,
7, 23, 24). Among the isolates, the SVM model predicted that the
isolates of the O26, O157, O121, O145, O111, and O104 serotypes
with decision function values of Q1 over 1.00 are pathogenic
(Fig. 4A and SI Appendix, Table S2), comparable with the clinical
isolates (Fig. 2C). In contrast, the decision function values of Q1
for the isolates with the O91, O103, and O55 serotypes were be-
tween 1 and 0 (Fig. 4A and SI Appendix, Table S2), indicating that
the isolates are also pathogenic, but their pathogenicity could be
lower than those with decision function values of Q1 over 1. These
results revealed that the SVM model can estimate the pathoge-
nicity of the isolates and even can differentiate the pathogenicity
with a finer resolution.

Additionally, the SVM model was applied to predict the path-
ogenic potential of the STEC isolates with the serotypes of which
the pathogenicity information is not available. The SVM model
estimated that the isolates with the O71, O123, O151, O63, O156,
O177, O76, O69, O146, O80, and O182 serotypes had decision
function values of Q1 over 0, indicating that most of these isolates
are pathogenic (Fig. 4A and SI Appendix, Table S2). Meanwhile,
the isolates with the O128, O84, O45, O21, O5, O113, O165,
O136, O22, and O174 serotypes showed decision function values
broadly ranging from −1.28 to 2.26 (Fig. 4B and SI Appendix,
Table S2), indicating that these isolates may have varying patho-
genic potentials. Most of the isolates with the O8, O75, O130,
O139, O109, and O163 serotypes had decision function values
under 0 (Fig. 4B and SI Appendix, Table S2), indicating that these
serotype isolates may not be pathogenic. Notably, the isolates that
cannot be classified according to their serotypes had high decision
function values of Q1 1.00 (Fig. 4B and SI Appendix, Table S2),
indicating that most of these isolates may have high pathogenic
potential. Accordingly, the SVM model successfully predicted the
pathogenic potential of the STEC isolates, of which the serotype
information is not available.
The SVM model then assessed the pathogenic potential of the

input dataset isolates carrying distinct virulence gene combinations.

Fig. 3. The box and swarm plots of the decision function values of the isolates associated with the STEC outbreaks. (A) The box and swarm plots of the
decision function values of the isolates from cattle, dairy products, and farm products that were excluded from the negative control group. Each dot of the
plots represents one isolate. The isolates from cattle, dairy products, and farm products had decision function values of median 0.74 (Q1, Q3: 0.10, 1.20), 0.45
(Q1, Q3: 0.20, 1.30), and −0.56 (Q1, Q3: −0.77, 0.58), respectively. The end lines of each box show the Q1 and Q3 of the values. (B) The swarm plots of the
decision function values of the isolates with the history of outbreaks. The obtainable information about the year, country, and source of the outbreak are
labeled as indicated. Each circle of the plots represents one isolate.
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The virulence gene combination method showed that the STEC
isolates carrying a combination of stx2a + eae or aggR are highly
pathogenic (4, 5). The SVM model revealed that the isolates with
stx2a + eae or aggR had decision function values of Q1 over 1.00
and were pathogenic (Fig. 4C). The isolates only with stx2a or
stx2d, however, showed a broad spectrum of decision function
values ranging from −1.61 to 2.38 (Fig. 4C), indicating that these
isolates may have varying pathogenic potentials. These results
suggest that the virulence gene combinations using Shiga toxin
subtypes only have limitations in estimating the pathogenic po-
tential of the STEC isolates. Moreover, about 56% of the isolates

in the input dataset (1,504/2,646) do not have such gene combi-
nation as stx2a + eae or aggR, stx2a, or stx2d, implying that the
virulence gene combination method has limited applicability.
Consequently, the SVM model is more reliable and broadly ap-
plicable than the conventional methods to predict the pathogenic
potential of the STEC isolates.

Permutation Importance Analyses Identify the Genes Important to
Estimate the Pathogenicity of the STEC Isolates. Permutation im-
portance analysis was conducted for 3,463 input dataset genes and
identified 557 genes with the positive weight values, important for

C

B

A

Fig. 4. The box plots of the decision function values of the STEC isolates in the input dataset grouped by the conventional assessment methods. (A and B) The
box plots of the decision function values of the isolates grouped by serotypes. The serotype groups with decision function values of Q1 over 0 (A) and the
other serotype groups (B). The group of isolates that cannot be classified according to their serotype is labeled as “Unable to classify.” The serotype groups
composed of under five isolates were excluded from the box plots to adjust the figure size. The median, Q1, and Q3 values of the decision function values of
the serotype groups can be found in SI Appendix, Table S2. (C) The box plots of the decision function values of the isolates grouped by virulence gene
combinations. The stx2a + eae or aggR group, stx2a group, and stx2d group had decision function values of a median 1.27 (Q1, Q3: 1.00, 1.61), −1.00 (Q1,
Q3: −1.06, 1.00), and −1.00 (Q1, Q3: −1.00, −0.16), respectively. The end lines of each box show the Q1 and Q3 of the values.
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the evaluation of the SVM model performance (Fig. 5A). The
important genes with the top 25% positive weight values were
functionally annotated and primarily assigned to the category of
unknown function, followed by the categories of replication, re-
combination, and transcription (Fig. 5B). Only four of the top 20
important genes carry the previously reported functions: anti-
termination protein Q gene (25, 26), antitermination protein Q
homolog gene quuQ (25, 26), non-LEE–encoded effector protein
gene espFu (27, 28), and toxin–antitoxin (TA) system gene lsoA
(29) (Fig. 5A and SI Appendix, Table S3). Similarly, permutation
importance analysis of 519 input dataset gene clusters identified
182 gene clusters with the positive weight values, revealing their
importance. The clusters with the top 25% positive weight values
also contained genes that were mostly categorized into the un-
known function (Fig. 5 C and D). The top five important clusters
contained a total of 55 genes, including 10 genes with the reported
functions: conjugal transfer system tra genes (30), sialic acid ca-
tabolism nan genes (31), TA system genes phd-doc (32), and os-
motic stress response gene mscS (33) (Fig. 5C and SI Appendix,
Table S4). Consequently, the permutation importance analyses
of the input dataset identified the genes important to estimate
the pathogenicity of the STEC isolates. It is noteworthy that
many of the important genes have yet uncharacterized func-
tions, indicating that our SVM model can identify new genes
essential for evaluating the pathogenicity of the STEC isolates.

Discussion
To develop the most proper ML model in evaluating the patho-
genic potential of the STEC isolates, various ML models were
compared by their performances on discriminating between clin-
ical and environmental isolates. In contrast to the unsupervised
ML models (Fig. 1 A and B and SI Appendix, Fig. S2), the su-
pervised ML models successfully discriminated between the clin-
ical and environmental isolates using the input dataset (SI
Appendix, Fig. S3). Among the tested supervised ML models, the
SVM model demonstrated the best discrimination performance
for the isolates in the test dataset that the model did not previously
encounter (Fig. 2 A and B and SI Appendix, Fig. S4). According to

the decision function values of the isolates, the SVMmodel classified
most of the clinical and environmental isolates into pathogenic and
nonpathogenic groups, respectively (Fig. 2C). Additionally, a su-
pervised ML model using the multilayer perceptron (MLP), the
MLP model, also effectively discriminated the clinical and environ-
mental isolates, and its accuracies are comparable to those of the
SVMmodel (Fig. 2C and SI Appendix, Fig. S6A). However, theMLP
model converged its sigmoid function values to 0 for the non-
pathogenic isolates or 1 for the pathogenic isolates (SI Appendix, Fig.
S6 A–C). In contrast, the SVM model calculated the decision
function values varying from −1.6 to 3.0 and thus can differentiate
the pathogenicity of the isolates (Figs. 2C and 3 A and B). Therefore,
the SVM model was more appropriate to estimate the pathogenic
potential of STEC isolates with varying degrees using their WGS
data only.
An ML model using the WGS data has been developed recently

considering isolation host groups and used to predict the isolation
hosts of the STEC isolates, assuming that the isolates originating
from humans or cattle are pathogenic or nonpathogenic, respec-
tively (14, 15). However, the ML model classified only a minor
subset of isolates originating from cattle into the human group as
pathogenic and thus might underestimate the pathogenic potential
of the cattle isolates, the most common source of STEC out-
breaks. Instead, we set the positive and negative control groups by
considering the source attribution rather than isolation hosts.
Then, the differences in pathogenic potentials present between
the two control groups were validated by pan-GWAS (SI Appen-
dix, Fig. S1). In contrast to the previous ML model that estimated
only under 10% of the cattle isolates to be pathogenic (14, 15), our
SVM model estimated about 80% of the cattle isolates to be
pathogenic (Fig. 3A). In addition, the SVM model also evaluated
that many of the isolates from dairy and farm products are
pathogenic (Fig. 3A). These results also supported that the cattle,
dairy products, and farm products could be sources of the path-
ogenic STEC (4, 5, 22) and thereby should be handled with special
care. Moreover, the SVM model correctly predicted the STEC
isolates with the history of outbreaks to carry high pathogenic
potential (Fig. 3B), indicating that the SVM model prediction is

BA

C D

Fig. 5. Permutation importance analyses of the input dataset. (A and C) The scatter plots of the importance of individual genes (A) and correlated gene
clusters (C). The importance of each gene and cluster is presented by the weight value. The important genes and clusters are plotted by the rank of the
positive weight values. The red dots represent the genes with previously reported functions or the clusters, including the genes with the reported functions.
The borders of the top 25% important genes and clusters are indicated by dotted lines in the plots. (B and D) The bar plots of the functional categories of the
top 25% of the important genes (B) and clusters (D). Each category is marked with its alphabetic symbol and functional description.
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indeed consistent with the clinical outcome. Accordingly, exploiting
the source attribution to establish the positive and negative control
groups is a reasonable approach to build an ML model that ef-
fectively evaluates the pathogenic potential of STEC isolates.
The SVM model correctly classified the STEC isolates previ-

ously designated as pathogenic by the conventional methods into
the pathogenic group (Fig. 4 A and C). In addition, the SVM
model further classified the isolates even with the same serotypes
or virulence gene combinations into subsets with different decision
function values (Fig. 4 B and C), indicating that the pathogenic
potentials of the isolates can be differentiated with a finer resolu-
tion using the WGS data. Considering that the isolates with the
same serotype predominantly compose a specific clade (23), this
result also indicated that the SVMmodel can even differentiate the
pathogenic potentials of the STEC isolates involved in a phyloge-
netic clade. Moreover, the SVM model could estimate the path-
ogenic potential of the isolates of which the pathogenicity cannot
be evaluated by conventional methods (Fig. 4B), revealing its broad
applicability. Notably, many of these isolates are predicted to have
high pathogenic potential (Fig. 4B), emphasizing the necessity of
the SVM model rather than conventional methods. The MLP
model also correctly classified the STEC isolates previously des-
ignated as pathogenic by the conventional methods into the path-
ogenic group (SI Appendix, Fig. S7 A and C). However, again, the
MLP model could not differentiate the pathogenic potential of the
isolates with the same serotypes or virulence gene combinations (SI
Appendix, Fig. S7 A–C). Consequently, these results suggest that
the SVM model using the WGS data are a more precise and ap-
plicable method than the conventional methods in evaluating the
pathogenic potential of STEC isolates.
The permutation importance analyses identified the genes

important for the evaluation of the SVM model. Part of the most
important genes with known functions are Q gene, quuO, espFu,
lsoA, phd-doc, tra genes, nan genes, and macS (Fig. 5 A and C
and SI Appendix, Tables S3 and S4). The antitermination protein
Q gene and its homolog gene quuQ participate in the regulation
of Shiga toxin genes (25, 26). The non-LEE–encoded effector
protein gene espFu is involved in the formation of attaching and
effacing lesion, the major mechanism of STEC infection (27, 28).
The lsoA and phd-doc are TA system genes encoded in a plasmid
and involved in the anti‐phage defense mechanism and mainte-
nance of the plasmid, respectively (29, 32). The tra genes are
conjugal transfer system genes (30). Considering that the hori-
zontal transfer of plasmids is a major route of STEC to acquire
virulence factors (34, 35), these plasmid-encoded and plasmid
transfer–related genes possibly contribute to the pathogenicity of
STEC. The nan genes are the sialic acid catabolism genes (31)
and enable the pathogen to utilize the host sialic acids as nutrient
sources (31, 36), contributing to the survival and pathogenesis in
the host (37). The mscS is an osmotic stress response gene (33)
and is up-regulated when STEC is exposed to the host intestinal
environment (38). Altogether, these results indicate that the
SVM model employs the genes associated with the pathogenesis
of STEC to estimate its pathogenic potential. However, most of
the important genes have yet unknown functions (Fig. 5 B and
D). Nevertheless, new genes significantly associated with the path-
ogenicity of STEC could be discovered from these important genes
with unknown functions, further elucidating the pathogenicity
of STEC.
In conclusion, we developed an ML model using the SVM

algorithm to effectively estimate the pathogenic potential of
STEC isolates using their significant gene profiles extracted from
the WGS data, rendering it more extensively applicable than the
conventional assessment methods. This study presents an ap-
proach exploiting the source attribution to refine the input
dataset and thus build an ML model. This ML-based approach
could be applied to other pathogens and be used to identify the
potential risk of newly emerging pathogens.

Materials and Methods
Generation of the Input Dataset for ML. The WGS data and metadata of 3,303
STEC isolates were retrieved from theGenBank database at the National Center
for Biotechnology Information (NCBI) (https://www.ncbi.nlm.nih.gov/genbank/)
(can be found in Dataset S1 A and B). The quality of the WGS data were
checked using Kraken 2, a taxonomy classification tool (39), and QUAST, a
quality assessment tool for genome assemblies (40). The quality-passed WGS
data were annotated using Prokka, a prokaryotic genome annotation pro-
gram (41). The classification of the clinical and environmental isolates was
determined based on the metadata of the isolates. The 2,292 clinical STEC
isolates were set as the positive control group (pathogenic). The STEC isolates
from the cattle, dairy products, and farm products have been reported as the
major sources of outbreaks, which may have high pathogenic potential (4, 5,
22). Therefore, among the 1,011 environmental isolates, 657 isolates from
major sources of outbreaks were excluded according to the source attribution,
and then the remaining 354 environmental isolates were set as the negative
control group (nonpathogenic). The pangenome of the STEC isolates was
constructed using Pangenome Iterative Refinement and Threshold Evaluation
(PIRATE), a pangenomics toolbox (42). The genes statistically relevant to either
positive or negative control group were selected as significant genes by Scoary,
a pan-GWAS tool (P < 0.05) (19) and used to generate the input dataset. The
pan-GWAS results were visualized as bar plots with the Seaborn Python
packages (https://seaborn.pydata.org/). The significant genes were accurately
reannotated using the reference sequences of the UniProt Knowledgebase
(UniProtKB) and the Virulence Factor Database (VFDB) (43, 44). The subtypes
of the Shiga toxin were identified using the reference sequences of the Shiga
toxin subtypes (45). Sequence alignments with the reference sequences were
conducted by using Double Index Alignment of Next-generation sequencing
Data (DIAMOND), a sequence alignment tool (46). The presence/absence ma-
trix of the significant genes and Shiga toxin subtype genes was used as the
input dataset and can be found in Dataset S2.

Unsupervised ML: Phylogenetic Tree, PCA, and GMM. The phylogenetic tree of
the input dataset was generated based on the maximum likelihood method
with Randomized Axelerated Maximum Likelihood (RAxML), a tool for
phylogenetic analysis (47). The reliability of internal branches was assessed by
bootstrapping based on 500 replicates. The phylogenetic tree was visualized
by the ggtree R package (48). PCA for the input dataset was conducted with
the Scikit-learn Python package (49). The GMM models were built using the
Scikit-learn Python Package (49) and trained on the PCA-transformed input
dataset. The Matplolib Python package was used to visualize the PCA and
GMM model results (50).

Supervised ML: GaussianNB, DTs, RF, and SVM. Four different supervised ML
algorithms, GaussianNB (51), DTs (52), RF (53), and SVM (54), were used. To
select the most appropriate algorithms, the input dataset was randomly split
into 90% for training and 10% for test datasets 10 times by stratified sam-
pling, generating 10 different training and test dataset pairs. The optimal
hyperparameters were selected via a grid search and used to build the opti-
mized supervised ML models (can be found in SI Appendix, Materials and
Methods). The optimized supervised ML models were trained on each training
dataset by stratified 10-fold CV, and then their discrimination performances
were examined using each test dataset. The accuracy, precision, and true
positive rate scoring methods were used to compare the performances of the
supervised ML models. Because our input dataset consisting of 2,292 clinical
isolates and 354 environmental isolates was imbalanced, the MCC and AUROC
scoring methods were further used to produce a more informative and
truthful score (55, 56). AUROC demonstrates the performance of a certain
model as a ROC curve and AUC score. When the ROC curve of a model is
steeper, the AUC score is larger, indicating that the model performs better. All
of the model buildings, grid searches, and score calculations were conducted
with Scikit-learn Python package (49). The bar plots of the scores and the ROC
curve plots were visualized by the Seaborn Python packages (https://seaborn.
pydata.org/).

Examination of the SVM Model Using the Decision Function Values. The SVM
model calculates decision function values to classify each STEC isolate into either
pathogenic or nonpathogenic group. If the decision function value was over
0 or under 0, the isolates were classified into the pathogenic or nonpathogenic
group, respectively. A greater absolute decision function value indicates a
higher confidence score for the classification of an isolate (57). The decision
function values of the clinical and environmental isolates in the input dataset
were plotted as box plots. The decision function values of the isolates from
cattle, dairy products, and farm products were plotted as box and swarm plots.

Im et al. PNAS | 7 of 9
Pathogenic potential assessment of the Shiga toxin–producing Escherichia coli by a source
attribution–considered machine learning model

https://doi.org/10.1073/pnas.2018877118

M
IC
RO

BI
O
LO

G
Y

D
ow

nl
oa

de
d 

at
 S

eo
ul

 N
at

io
na

l U
ni

ve
rs

ity
 o

n 
Ju

ne
 2

5,
 2

02
1 

https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2018877118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2018877118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2018877118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2018877118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2018877118/-/DCSupplemental
https://www.ncbi.nlm.nih.gov/genbank/
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2018877118/-/DCSupplemental
https://seaborn.pydata.org/
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2018877118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2018877118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2018877118/-/DCSupplemental
https://seaborn.pydata.org/
https://seaborn.pydata.org/
https://doi.org/10.1073/pnas.2018877118


The WGS data of the 83 isolates with a history of outbreaks were obtained
from the BioProject database at the NCBI (https://www.ncbi.nlm.nih.gov/
bioproject/) (can be found in Dataset S3), and their decision function values
were plotted as swarm plots. The serotypes of the STEC isolates were identified
with the SerotypeFinder Center for Genomic Epidemiology (CGE) tool (58). The
conventional virulence gene combination method used the combinations of
stx2 subtype a (stx2a) or d (stx2d) with an additional adherence factor eae or
aggR (4, 5). Thus, the isolates were grouped by the following combinations:
stx2a, stx2a + eae or aggR, and stx2d (stx2d + eae or aggR combination did not
exist). The decision function values of the isolates in each serotype and viru-
lence gene combination group were plotted as box plots. All of the plots were
visualized by the Seaborn Python packages (https://seaborn.pydata.org/).

Permutation Importance Analyses of the Input Dataset. Permutation impor-
tance analysis calculates the importance of a gene of an input dataset by
measuring the decrease of themodel performancewhen the data of the gene
are shuffled and thus become insignificant (59). The analysis, however, tends
to underestimate the importance of the genes which are highly correlated
to others (60). Thus, we generated gene clusters based on the Spearman
rank–order correlation and used the input dataset gene clusters to figure

out the importance of the correlated genes. The permutation importance
analyses were repeated 10 times for each gene or cluster and scored their
importance, a decrease of the MCC score, as a weight value. The gene
clustering and permutation importance analysis were performed with the
Scikit-learn Python package (49). Functional categories of the genes were
assigned based on the clusters of orthologous group proteins database with
the eggNOG-mapper, a functional annotation tool (61). The results of the
permutation importance and functional annotation analysis were visualized
as scatter plots and bar plots using the Seaborn Python packages (https://
seaborn.pydata.org/). The weight values and the functional categories of the
input dataset genes can be found in Dataset S4 A and B.

Data Availability. The data and code used for analysis are available in theGitHub
repository at https://github.com/hanhyeok/STEC_pathogenicity_prediction.
All other study data are included in the article and/or supporting information.
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